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Abstract Conventional seismographic networks sparsely sample the wavefields
excited by earthquakes. Thus, standard event detection is conducted by analyzing
separate stations and merging their results. Emerging distributed acoustic sensing
recording technologies allow for unbiased spatial sampling of the wavefield and, as
a result, array-based processing of the recorded signals. Using a cemented fiber in the
San Andreas Fault Observatory at Depth main hole, 800 virtual receivers are sampled
at a 1 m interval from the surface to 800 m depth. Recorded earthquakes are approxi-
mated as plane waves reaching the bottom of the array first. Following this
assumption, the relative travel times of the recorded event depend on the local velocity
at the array location and the angle of incidence at which the planar wavefront reaches
it. Given the seismic velocity, a newly proposed detection algorithm amounts to a
single-parameter scan of the incidence angle and measurement of data coherency
along the different possible travel-time curves. Using the entire recording array, a
much higher effective signal-to-noise ratio can be obtained when compared to indi-
vidual channel processing. About 20 days of recorded seismic activity from the San
Andreas Fault is analyzed. Using a downhole single array, the majority of cataloged
events in the area are detected. In addition, a previously unknown event is unveiled.
We estimate its magnitude at roughly −0:5.

Introduction

Conventional seismographic networks are sparse. For
example, the total number of permanent stations in
California, one of the most seismically active regions in
the world, is less than 1700 (July 2019, according to the
Federation of Digital Seismograph Networks foundation).
On average, this number amounts to a station every 15 km.
Therefore, recorded wavefields are spatially discontinuous
and aliased at frequencies of interest for studying local earth-
quakes. Event detection has to be performed on each station
individually. It is usually conducted by detection of ampli-
tude changes across the network or by associating automati-
cally measured phase picks (Johnson et al., 1994; Kao and
Shan, 2004; Grigoli et al., 2018). Decades of research have
been invested in the development of reliable automatic detec-
tion and picking strategies.

Using distributed acoustic sensing (DAS) for seismology
has been emerging during the last few years (Lindsey et al.,
2017; Jousset et al., 2018; Wang et al., 2018; Ajo-Franklin
et al., 2019). It offers a high-resolution temporal and spatial
sampling of the seismic wavefield. Previously studied DAS
arrays used for earthquake seismology have been mostly
based on shallow (<10 m) horizontal arrays, often using

telecommunication cables. For such cables, coupling with
the earth is usually poor. In addition, because the arrays
are installed at shallow depth, they suffer from velocity hetero-
geneity, strong anelastic dissipation, and local scattering
(Wang et al., 2018). In this study, we apply a wavefield-based
method for event detection to a downhole vertical DAS array.
Such deployments are common in the oil and gas industry
(Mateeva et al., 2014; Correa et al., 2017; Jin et al., 2019;
Karrenbach et al., 2019) for different purposes. Their deploy-
ment is much simpler than that of geophones, they are more
resistant to temperature and pressure, and they can be installed
on the outside of wells without prohibiting hydrocarbon pro-
duction. In addition, once they are installed, they can be used
for a virtually infinite amount of time, in contrast to conven-
tional sensors, which are costly to maintain in place. This fact
is especially beneficial for monitoring and time-lapse projects.

Thanks to the high-resolution sampling of the propagat-
ing wavefield using DAS, an array processing approach can
be applied to earthquake detection. Trace picking is not
required, and signal-to-noise ratio issues are overcome by
concurrently processing a large number of receivers. The vast
majority of picking algorithms do not utilize detailed prior
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knowledge about the velocity structure of the subsurface
(Withers et al., 1998; Rost and Thomas, 2002; Zhang et al.,
2003). The structure becomes important only later during the
location process (Thurber, 1992; Kissling et al., 1994). In
this study, we use the underlying velocity model as part
of the detection procedure. It enforces a physical constraint
on the recorded wavefield, and events not adhering to it are
rejected. For example, wavefronts originating at, or close to,
the surface can be filtered out. We illustrate this array-based
approach using a simple acquisition scenario with an 800 m
long vertical fiber installed in the San Andreas Fault
Observatory at Depth (SAFOD). It is based on DAS mea-
surements but can be applied to any dense vertical acquisi-
tion system. For such setups, useful and greatly simplifying
assumptions of wavefront propagation can be made.

DAS Recording

DAS measurements are inherently different from those
obtained using conventional mechanical seismometers.
They are based on backscattering of light traveling in an opti-
cal fiber. Because of fiber imperfections, some of the propa-
gating photons are reflected to their source. When the fiber is
stationary and under a fixed temperature, the photon Rayleigh
backscattering is constant. Brillouin and Raman scattering can
also occur nonetheless and is part of the noise. However, when
the fiber is strained due to an incoming seismic wave, the light
reflection pattern changes. Such variations can be measured
by an interrogator unit connected to one end of the fiber.
There are many technical details regarding the design of such
systems (see, e.g., Grattan and Meggitt, 2000; Parker et al.,
2014; Dean et al., 2017; Papp et al., 2017; Martin et al.,
2018), but they are not the focus of this study.

DAS measures strain (or strain rate) and not particle dis-
placement, velocity, or acceleration. In this study, the interrog-
ator is measuring strain. In addition, the measurement of strain
is conducted along the direction of the fiber. However, meas-
uring strain along a single axis induces angle-dependent sen-
sitivity. For P waves, the sensitivity is roughly cos2�θ�, in
which θ is measured in relation to the fiber axis (Martin et al.,
2018). For a vertical well, Pwaves propagating along the array
�θ � 0°� will be perfectly captured. If they propagate perpen-
dicularly to the array �θ � 90°�, they will not induce any strain
along the fiber and thus will not be visible. For S waves, the
behavior is proportional to sin�2θ�. Therefore, we expect a
maximal S-wave signal at a propagation direction of θ � 45°.
Finally, DAS suffers from a gauge length effect, arising from
the optical design, which effectively acts as a moving window
averaging strain. DAS does not yield a point measurement like
conventional sensors, but rather a spatially averaged value, fol-
lowing the direction of the fiber. The size of the spatial win-
dow is commonly set to 10 m, with separate measurements
conducted every 1 m for commercial interrogators such as
the one used in this study. In practice, it means that recorded
data are not independent, as would be with conventional point
sensors. The gauge length effect varies for different wavelengths

and apparent propagation velocities, measured along the array.
Long wavelengths are less affected by it (Dean et al., 2017).
Events with high-apparent velocity will be significantly less
affected than those with slower velocity. Therefore, vertically
propagating earthquakes will be most affected by the gauge
length, as they have the slowest possible apparent velocity.

A direct comparison between DAS and conventional
seismic sensors is thus challenging. Several studies have
compared DAS and conventional seismic sensors, either
downhole or at the surface (Daley et al., 2013, 2016; Correa
et al., 2017; Lindsey et al., 2017; Olofsson and Martinez,
2017; Wang et al., 2018; Spikes et al., 2019). It is generally
accepted that DAS offers lower trace-by-trace quality but
compensates for it by a significantly higher number of chan-
nels, which allows for better signal processing and stronger
array focusing power.

Travel-Time Differences in a Vertical Array

We focus on predicting the relative arrival travel times of
a given event at different DAS receiver locations along a ver-
tical array. We refer to such a travel-time pattern as moveout.
The moveout depends solely on the source and receiver loca-
tions and the subsurface model. The source focal mechanism,
receiver axis, and type of measurement may influence the
recorded signal’s amplitude, but not propagation travel time
(Lellouch, Yuan, et al., 2019). Using a single vertical array
and assuming a 1Dmodel of the earth, there is a full azimuthal
symmetry in terms of moveout. Only the source depth and
horizontal distance from the well are, in theory, recoverable.
For detection purposes, the estimation of these parameters is
unnecessary. In addition, we assume the wavefront arrives on
the bottom of the array first. This is reasonable as earthquakes
usually occur much deeper than recording arrays. Moreover,
the velocity structure of the earth will bend propagating wave-
fronts such that waves originating from a shallow earthquake
located far from the array will reach the deepest receiver first.

In Figure 1a, we analyze the relative travel times of a
plane-wave incident on a downhole array from below. The
plane-wave approximation is acceptable if the size of the
recording array is negligible compared to the radius of curva-
ture of the wavefront. Because of the representative 3D dis-
tances of estimated earthquake hypocenters, this assumption
is acceptable. Assuming a constant velocity V, the travel-time
difference between any two adjacent receivers is, geometri-
cally, dt � L×cos�θ�

V , in which L is the distance between receiv-
ers, θ is the angle of incidence, and V is the velocity. The
wavefront will first reach the bottom receiver, as assumed,
and arrivals at shallower receivers (depth Z) will be delayed
by T � �H−Z�×cos�θ�

V , in which Z is the depth of the shallower
receiver, and H is the depth of the bottom receiver. All depths
are measured as positively increasing away from the surface.
This result arises from a simple integration of delays between
all adjacent receiver pairs. However, in real-life scenarios,
velocity changes with depth. Therefore, we cannot use a con-
stant velocity for the entire array.
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For a vertical fiber, we assume a 1D velocity model given
by V�Z�. Only the velocity along the array is required. A sim-
plistic yet useful approach is to assume the angle of incidence
θ remains constant throughout the array. In this case, the
travel-time delay T of a receiver at depth Z is given by

EQ-TARGET;temp:intralink-;df1;55;423T �
Z

z�Z

z�H
L ×

cos�θ�
V�z� dz: �1�

This assumption is reasonable if the velocity changes slowly
with depth. However, as we will show later, at SAFOD the
velocity increases rapidly with depth over the length of the
fiber. Therefore, it is incorrect to assume a constant angle
of incidence throughout the array, because the wavefronts will
bend while propagating along it. This is illustrated in
Figure 1c. The importance of this effect grows with the inci-
dence angle, measured for reference at the bottom of the array.
For a vertical propagation �θ � 0°�, it does not influence the
moveout at all. For all other cases, the incidence angle θ is a
function of depth. However, for all incidence angles, the
cos�θ� scaling assuming constant velocity is still locally true
between two adjacent receivers if L is small enough. When
using DAS records, L is usually 1 m or so. In other words,
we safely assume that the angle of incidence does not change
within the 1 m distance between adjacent receivers. As a
result, equation (1) becomes

EQ-TARGET;temp:intralink-;df2;55;175T �
Z

z�Z

z�H
L ×

cos�θ�z��
V�z� dz: �2�

The remaining issue is the computation of the depth depend-
ence of the incidence angle θ, given by θ�z�. Naturally, θ�z�
depends on the initial incidence angle at the bottom of the
array. Therefore, there is a 2D mapping to the local incidence
angle, which is a function of both the initial incidence angle

and the depth of the receiver. We compute this mapping by
assuming the ray approximation. This is a high-frequency
approximation that is valid only when the scale of changes
in the subsurface is much longer than the propagating wave-
length. We show later that this condition is only partially ful-
filled. Nonetheless, it is an approximation that is often used in
seismology, and velocity structures in the area of the study are
relatively smooth and do not exhibit sharp changes, which are
often the cause of the ray approximation breaking down. By
consecutively applying Snell’s law between virtual layers of
thickness L, we find that the angle of incidence as a function
of depth θ�z� is given by

EQ-TARGET;temp:intralink-;df3;313;589θ�z� � sin−1
�
Vz

VH
× sin�θ�H��

�
; �3�

in which VH is the velocity at the bottom of the array and θ�H�
is the angle of incidence at that point. If we combine equa-
tions (2) and (3), we obtain full mapping between the angle
of incidence at bottom of the array and travel-time differences,
or moveout, along with the receiver depth

EQ-TARGET;temp:intralink-;df4;313;483T �
Z

z�Z

z�H
L ×

cos
�
sin−1

�
Vz
VH

× sin�θ�H��
��

V�z� dz: �4�

This mapping depends on the 1D velocity model of the sub-
surface, the depth of the receivers, and the angle of incidence
at the bottom of the array. This mapping can naturally be com-
puted for both P- and S-wave velocities.

The SAFOD DAS Array and Its Surroundings

As part of the SAFOD experiment (Zoback et al., 2011),
two optical fibers were cemented in between casing strings for
use as an interferometric strainmeter (Blum et al., 2010). The
fibers terminate at depths of 782 and 864 m. Because of failure
of the loop at the end of the longer fiber, it could not be used
for interferometry but provided a well-coupled fiber for DAS.
During June–July 2017, OptaSense were contracted to deploy
a model ODH 3.1 DAS interrogator connected to this fiber.
The interrogator has to be deployed in a temperature-con-
trolled room with a standard electrical power supply. The fiber
can extend from the wellhead to such a location for distances
of several kilometers, if needed. In this temporary setup, the
fiber on the surface was not anchored to the ground and suf-
fered from ambient common-mode vibrations in the recording
hut. The interrogator has data storage capabilities of several to
tens of terabytes (TB). Data are accumulated at roughly
1 TB/day, so added storage might be required.

For the fiber-equipped portion, the well is close to ver-
tical and reaches a depth of 864 m. Our study is limited to
depths of up to 800 m due to the fiber breaking, which indu-
ces strong optical noise at nearby channels. The recording
system was operated for about a month, but due to technical
issues, only about 22 discontinuous days of recorded data are

Figure 1. (a) A 2D vertical acquisition geometry. Axes are dis-
played on the left. Receivers are idealized as point sensors, denoted
by full circles. There are n receivers and their depths are denoted in
subscripts. Distance between receivers is L. (b) An incident plane
wave in a constant velocity (V) medium. The propagation direction
denoted by an arrow is at an angle of θ relative to the array. The
wavelength is denoted by λ. (c) Varying incidence angle along with
the array. The angle θ is depth dependent and varies with receiver
depth, denoted in subscript.
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useful. Data were recorded with a 1 m spatial sampling, 10 m
gauge length at 2500 samples per second. We convert them
to their strain-rate equivalent by applying a time derivative.
This is a convenient choice as it eliminates the DC compo-
nent in the strain records, which is the background backscat-
tering of the fiber. In addition, the strain rate is the closest
measure to particle velocity, which is what commonly used
downhole geophones measure. To save computational effort,
data have been downsampled to 250 Hz with an antialias fil-
ter prior to running the detection algorithm. All data shown
in this article are otherwise unfiltered.

We previously used DAS recordings to develop the P-
and S-wave velocities along the array (Lellouch, Yuan, et al.,
2019). Examples of earthquakes used for velocity analysis
can also be seen in that study. Here, we use the P and S veloc-
ities estimated using the slant–stack approach, as in our opin-
ion it yields the most stable results. At the surface and
deepest levels of the array, we use the picking-based model
because there is not enough aperture for the slant–stack
approach. The velocity models are shown in Figure 2a.
Using the P-wave velocity model, we compute the varying
angle of incidence along the array using equation (3). The
mapping is shown in Figure 2b, whereas the angle difference
relative to the initial angle of incidence at the bottom of the
array is shown in Figure 2c. The same process is repeated
using the S-wave velocity profile, but not shown here
because of the velocity structure, which is increasing with
depth, the change in angles is the most noticeable for large
initial incidence angles, as they are strongly bent toward the
vertical direction. Near-vertical events are almost unaffected.
As a side note, this is the reason that near-vertical events can
be reliably used for velocity estimation (Lellouch, Yuan,
et al., 2019).

Earthquake Detection

Given a 1D velocity model along the array, we can com-
pute different trial moveouts as a function of receiver depth
and initial incidence angle for a plane wave at the bottom of
the array (equation 4). The detection algorithm scans through
possible incidence angles, taken within a certain range and
angular resolution, and finds the angle yielding the maximal
match between the trial moveouts and recorded data. If the
match is better than a certain threshold, a detection is
declared. This procedure is conducted separately for P-
and S-wave velocities, and results are eventually combined.

Data are processed in 60 s intervals. Before applying the
algorithm, we automatically remove noisy traces. Quite sur-
prisingly, the traces that are faulty change throughout the sur-
vey. The mechanism that controls this behavior is still
opaque to us, and we thus treat each 60 s interval individu-
ally. We iterate that the fiber used for this experiment was
installed 12 yr before the acquisition. In addition, it broke
down at its loop, thus inducing unwanted optical reflection
noise. There are many examples of DAS acquisitions in
which such noise does not exist, and it is not a limitation
of the technology. For an example, see Lellouch, Biondi,
et al. (2019).

The median energy of noisy channels is at least an order
of magnitude higher than for functioning channels, and they
can thus be easily detected. Quantitatively, about 5% of the
channels are deleted, depending on the specific record. To
remove geometrical spreading, receiver coupling, and nonlin-
ear effects (see Miah and Potter, 2017 for a detailed review) of
the fiber affecting recorded amplitudes, we normalize each
60 s trace by its median energy. This is important as wave-
form-based coherency measures are sensitive to amplitude

Figure 2. (a) Used velocity models (P-line, S-dashed line) used in this study, adapted from Lellouch, Yuan, et al. (2019). Note the strong
depth variation. (b) 2D mapping of incidence angle at the bottom of the array and receiver depth to the local incidence angle, computed using
the P-wave velocity model in (a). (c) Difference between incidence angle at the bottom and the local incidence angle. For higher initial
incidence angles, the difference is more substantial. Near-vertical arrivals are practically unaffected. The color version of this figure is
available only in the electronic edition.
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variations. After that normalization, possibly remaining noisy
channels will see their detrimental effect strongly mitigated.

There are two approaches for measuring the match
between trial moveouts and recorded data. The first is to pick
arrivals in the data and measure their time differences from
the expected moveout. However, picking continuous records
is challenging, ambiguous, and time consuming. In addition,
it operates on single recorded traces, thus increasing its sen-
sitivity to noise (Lellouch and Reshef, 2019). Instead, we opt
for a new method, which is waveform-based, fast, and fully
automatic. Data are shifted according to different trial move-
outs, computed using the velocity model and a range of in-
cidence angles. We use a range of 0–70° sampled at a 1°
interval. In other words, for each scanned incidence angle,
each recorded trace is shifted in time by the computed time
delay at its matching receiver location. This shift can be
implemented at once for the whole record. We used 1-min-
long files, sampled at 250 Hz after downsampling. After the
time shift has been applied to the recorded data, a process
which is repeated for each possible incidence angle, we mea-
sure the multichannel coherency of the moveout-corrected
record. Ideally, if the correct shift has been applied, the first
arrival phase should be aligned. This principle is often used
in exploration seismology (Biondi, 2006) as a tool to mea-
sure velocity model correctness. Here, we assume the veloc-
ity is correct and use it instead as a tool to find the incidence
angle of the event. Coherency along the different receivers
can be measured by various methods. We opt for semblance
(Neidell and Taner, 1971), which is one of the simplest and
most widespread measures of multichannel coherency. More
sophisticated coherency measurement methods, specifically
tailored for DAS response, may be beneficially used, but they
are not in the scope of this study.

We define recorded data after moveout correction as dr;t,
with r being the receiver number (out of N) and t being the
time sample. We compute the semblance within a temporal
window of size W, which is chosen to roughly match the
recorded wavelet. In this study, we use a 32 ms window.
The windowed semblance is defined as

EQ-TARGET;temp:intralink-;df5;55;265S�t� �
Pt�W=2

j�t−W=2�
PN

i�1 di;j�2
N ×

Pt�W=2
j�t−W=2

PN
i�1 d

2
i;j

: �5�

Semblance has the benefit of having a value in the interval
[0,1]. It is 1 for perfectly coherent data and tends to 0 for
uncorrelated zero-mean noise. As a result, it is convenient for
thresholding applications. In addition, it measures an average
property of the entire record, thus increasing its ability to
handle low signal-to-noise ratio records. Because our array
contains 800 virtual receiver points, the potential improve-
ment in detection is substantial, and single faulty receivers
are not as detrimental as when using trace-by-trace picking.
The semblance is computed for every time sample. The result
is a 2D matrix, which represents semblance as a function of
time sample and trial incidence angle. At each time sample,

the incidence angle yielding the maximal semblance is
chosen. If this value is above a certain fixed threshold, which
we chose to be 0.018, a detection is declared. The threshold
was set by running the detection on several minutes of ambi-
ent noise and choosing a threshold value two standard devi-
ations above it. Semblance noise levels are very low thanks
to the large number of used receivers. The whole process
is separately conducted for both P- and S-wave velocities.
Detection with either P or S is sufficient. However, if both
detections are present within than 10 s of each other, we attrib-
ute them to the same source. This way, we are not spuriously
introducing redundant events to our detection catalog.

We exemplify the procedure using three recorded earth-
quakes, chosen using the U.S. Geological Survey (USGS)
catalog in the area. The records are shown zoomed in on
the P-wave arrivals in Figure 3. Their magnitudes and distan-
ces from the wellhead are taken from the USGS catalog. The
earthquakes in Figure 3a,b are clearly visible, whereas the one
in Figure 3c is harder to see. The frequency content of
recorded events is relatively high and reaches a central fre-
quency of 60–70 Hz at the bottom of the array. Propagating
wavefields are sampled with a high resolution, and the various
phases are locally coherent and easily followed across the
array. Therefore, we can safely use waveform-based methods.

We first demonstrate the angle scanning procedure for
the P arrivals. In Figure 4, we show the semblance matrices
obtained for the events shown in Figure 3. For all events, the
semblance is maximal at or close to the time of the first
arrival of the P phase. Semblance values are, as expected,
significantly higher for the strong earthquakes (Fig. 4a,b).
However, even a relatively weak signal can be coherently
aligned after optimal moveout correction. Because sem-
blance is applied over the entire array, it can successfully
handle a low signal-to-noise ratio. The angle at which the
maximal semblance is obtained varies between events. If
we compute straight lines between the bottom of the array
and the USGS estimated source location, the incidence
angles are (a) −34:6°, (b) −42:9°, and (c) −89:7°. The same
trend can be seen in the semblance analysis. However, a
direct comparison of angles cannot be made without account-
ing for the 3D velocity structure of the subsurface, at least up
to the depth of the earthquakes (e.g., Zhang et al., 2009).
Nonetheless, for events (a) and (b), the retrieved angles
are close to the geometrically computed angles. For the
far event (c), which is practically horizontal using straight
lines, we observe the largest difference between the esti-
mated incidence angles. Because it occurs farther away from
the source, the velocity field below the array, which we
assume is increasing with depth, has a larger effect on the
incidence angle. In addition, due to Snell’s law, angle varia-
tions are most prominent when the straight line from source
to receivers is close to horizontal, which is the case for this
event. This is why the propagating wavefronts eventually
reach the array at a very different angle than the one pre-
dicted by a straight line—roughly 55° instead of 89.7°.
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In Figure 5, we show the P-wave arrivals in the recorded
events after optimal moveout correction. Such gathers are
only used for the semblance computation and not outputted
during the application of the detection algorithm, but we plot
them here for illustration purposes. After moveout correction
with the optimal incidence angles, first arrivals have little to
no residual moveout and appear flat. Some coda events are
also visible in Figure 5a,b and have a similar flat pattern, but

they undergo interference with free surface reflections and
converted modes. The flatness of the first arrivals along with
the reasonable incidence angles at which they are obtained
indicates the reliability of the used velocity model.

Although an individual virtual receiver can be quite noisy,
processing the entire array simultaneously greatly increases
the effective signal-to-noise ratio of the recorded data. For
example, the weak event in Figure 3c would be challenging

Figure 4. Moveout scans of earthquakes using P-wave velocity. The time scale is the same as for Figure 3. The color scale is the
semblance and is different for each event. Semblance values are significantly higher for the (a,b) strong earthquakes than for the (c) weak
one. The maximal semblance value for each record is written on top of the plots. The angle yielding the maximal overall semblance is denoted
by a dashed line. The color version of this figure is available only in the electronic edition.

Figure 3. Three recorded earthquakes. Properties from U.S. Geological Survey (USGS) catalog: (a) M � 1:12, R � 5:2 km,
(b)M � 1:56, R � 5:4 km, and (c)M � 0:7, R � 13:9 km. Distances R are measured as the 3D distance from the wellhead. The earthquake
in (c) has low signal-to-noise ratio. Arrows and labels mark notable events of interest.
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to detect using first break picking. However, it is visible and
largely above the detection threshold when analyzed along the
entire array after moveout correction (Fig. 5c). For the strong
events, we can also clearly see the surface reflection in the
flattened data, as well as P-to-S converted waves that are likely
from the basement transition located just below the array.

In Figure 6, we show semblance analysis using S waves
for the M � 1:56, R � 5:4 km event, shown in Figures 3b–
5b. The first arrival of the S phase is clear but interferes with
many different phases—coda P, SP conversions, free-surface
reflections, and so forth (Fig. 6a). The semblance scan (Fig. 6b)
is not as straightforward as for the P waves. There are multiple
events with different semblance values, appearing at varying
incidence angles. However, data after optimal moveout correc-
tion (Fig. 6c) are only approximately flat. The principal
assumption of a plane wave reaching the array remains correct,
as indicated by the short residuals (<10 ms). Primary causes
for such deviations from flatness are imperfections in the used
velocity model and interference between the different seismic
phases that alter the recorded signals. Such interference is
clearly visible in Figure 6c at the shallowest (<200 m) receiv-
ers, where it severely degrades the flat part of the signal.

In general, the recorded signal is much more complex
than for the previously shown P-wave first arrivals. This
could be at least partially due to the DAS response of Swaves
in a vertical array. The fiber loses sensitivity for near-vertical
propagation of S waves. Because of ray bending, this is often
the case in near-surface receivers. P waves, on the contrary,
are far from the nonsensitivity zone. The most extreme inci-
dence angles we observe are about 60°, which would yield a
loss of only 3.5 dB for the P waves. The semblance measure
we use is sensitive to the recorded waveform. Therefore,

phase changes, induced by the DAS response, will deterio-
rate its value. The data also exhibit changing waveforms.
Although semblance is a straightforward choice, it is pos-
sible that other coherency measures can outperform it.

Detection Results

We apply the earthquake detection algorithm to about 22
days of usable recorded passive data from SAFOD. We plot
events surpassing the semblance threshold using the P- or
S-wave velocities after manual quality control. We had to over-
ride about 20 detections. Most of them were due to DAS-
induced noise bursts that had a rectangular pattern wider in
time than the computed moveouts. A few false alarms were
not identifiable upon manual observation and are due to the
statistical variation of the noise. Naturally, the false alarm
and detection performances are dictated by the threshold
choice, and a few false alarms over three weeks of recording
are reasonable. To compare our detection results with the
USGS catalog, we define any event within 15 km of the well-
head, based on the USGS location, as detectable by the array.
We compare all events within that range to our detection
results, yielding either a detection or a miss. For events that
we detect outside that range, we compare the estimated origin
time with the USGS timing, taking a 1 min window to assure
events are not missed. If a cataloged detection is present, we
add the event as a correct detection. However, as stated, any
cataloged event located farther away than 15 km will not count
as a missed detection. If a detected event is not in the catalog, it
is defined as a previously unknown earthquake. We summarize
these results in Figure 7. Detections are plotted according to
their semblance values, and the USGS catalog is plotted on top.

Figure 5. Records shown in Figure 3 after time shift with optimal moveout, estimated from semblance analysis. First arrival events have
little to no residual moveout and appear as flat. In (a,b), some coda events are also flattened but are harder to distinguish due to interference
with free surface reflections and converted modes. (c) The moveout-corrected event is much clearer than in the original record and centered
around the 3 s mark. The color version of this figure is available only in the electronic edition.
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The size of the markers is computed by log�10M=R2�, in which
M is the cataloged magnitude and R is the distance from the
wellhead. This value represents an approximate detectability
criterion (large, easy to detect, and small, hard to detect) fol-
lowing a simple energy estimation of recorded event. Only rel-
atively hard-to-detect events are missed by the semblance scan,
and all except one are peripheral. We detect 18 out of 24 of the
events within a range of 15 km from the wellhead and five

cataloged earthquakes outside that range. All six missed events
have a magnitude of less than 0.75. Five out of six of the unde-
tected events are peripheral, showing that for source distances
of less than 10 km the DAS detection is very reliable. The
nearby event that was missed is discussed later, but it is vis-
ually detectable, and a slight improvement in signal-to-noise
ratio would have probably allowed for its automatic detection.
In addition, a previously uncataloged event is detected.

Figure 7. (a) Detection results. Semblance results above the detection threshold are plotted in green crosses. USGS catalog results are
plotted as either circles (if they were detected by the semblance scan) or diamonds (if they were not), along with their cataloged magnitude
and distance from the wellhead. The size of the markers is proportional to the detectability of the event. The uncataloged event detected by the
semblance scan is plotted as an orange asterisk. SBD, semblance-based detection. (b) Map view of cataloged events within a 15 km radius
from the wellhead (square). Detected (circles) and missed (diamonds) events are plotted, with their size proportional to the event detectability.
The events are distributed along the fault. Missed events are mostly peripheral, except one weak event close to the borehole. SAFOD, San
Andreas Fault Observatory at Depth. The color version of this figure is available only in the electronic edition.

Figure 6. S-wave analysis for theM � 1:56, R � 5:4 km event, shown in Figures 3b–5b. (a) Recorded event zoomed on the S-wave first
arrivals, (b) semblance scan, and (c) event after moveout-correction with optimal incidence angle. The analysis is noisier and contains many
events. The event is only approximately flattened using the optimal incidence angle. The color version of this figure is available only in the
electronic edition.
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We display two recorded events of interest in Figure 8.
In Figure 8a, we show the detected uncataloged event. It has
clear P- and S-phase arrivals, and the free surface reflection
of the P phase is also visible. Using the borehole station
CCRB, we can analyze continuous seismograms at the time
of this event. The uncataloged event is visible in the borehole
seismogram. For reference, we compare DAS and borehole
records to a cataloged event originating 70 min earlier. In both
types of records, the two events have similar P–S travel-time
differences, and we thus assume they are located at similar
distances (∼5:5 km) from the array. We convert the CCRB
borehole seismogram to the Wood–Anderson response. The
uncataloged event appears to be of a magnitude of roughly
M � − 0:5, explaining why it is not cataloged. In Figure 8b,
we show one of the missed events. This event is cataloged and
estimated at M � 0:42 with a distance of 4.7 km from the
array. Although both P and S phases are clearly visible to
the naked eye, signal-to-noise ratio is too low for the automatic
detection threshold. Computed values are just below the 0.018
semblance threshold we used, and thus the event is missed.
This illustrates the limitations of the DAS acquisition system
in terms of the signal-to-noise ratio. However, the underlying
assumption of plane-wave propagation is still valid, as the P
phase of the event is reasonably flattened when an incidence
angle of about 30° is used.

This study is the first application of downhole DAS to
earthquake seismology. Therefore, it is too early to compare
it with the performance of conventional surface seismic sen-
sors. Recorded data are conceptually different. Although
conventional sensors offer 3C measurements and a better

signal-to-noise ratio, DAS arrays can increase the number
of channels by three orders of magnitude. It allows for a
much deeper understanding of the different seismic phases
in action. In addition, DAS technology is still new and keeps
improving, whereas seismic sensors have a relatively fixed
design. The fiber used for this study is not ideal, as it is broken
and was installed more than a decade before the acquisition for
non-DAS purposes. Newer interrogators can reduce noise and
decrease the gauge length. Helical designs of fibers can offer a
more omnidirectional response and, theoretically, 3C mea-
surements (Ning and Sava, 2016). Better physical designs
of the optical fiber properties may improve sensitivity, as well
as looping the fiber to improve signal-to-noise ratio. Overall,
we expect the recorded signal quality to improve with time. In
addition, the suggested processing workflow can be further
refined to better match DAS records’ properties such as fre-
quency response, gauge length, noise mechanisms, and more.

Conclusions

The high-resolution sampling of the DAS allows for
array-based techniques in seismology, which employ the local
spatial coherency of recorded wavefields. It cannot be directly
compared to a broadband station as it offers different data. We
show how knowledge of the velocity model along a vertical
DAS array can be used in designing a useful earthquake detec-
tion procedure with some simplifying assumptions. The
method is waveform-based, automatic, simple to implement,
and fast. It operates on the entire array and measures an aver-
age signal property, thus improving its ability to handle low
signal-to-noise ratio records. As a by-product, it also estimates
the angle of incidence at the base of the array. In addition, our
understanding of the different seismic phases is significantly
improved, thanks to the continuous spatial sampling. This pro-
cedure can be applied separately to P and S waves. We show
its application on 22 days of recorded data in the vertical part
of the SAFOD main hole, spanning DAS array depths of 0–
800 m. The method recovers 18 out of 24 of cataloged events
within a radius of 15 km from the array, detects five farther
away cataloged events, and detects a previously unknown
earthquake, which is estimated at M � −0:5. Despite sig-
nal-to-noise ratio issues causing some missed events, these
encouraging results set the path for incorporating downhole
DAS arrays into event detection workflows for induced seis-
micity monitoring as well as earthquake seismology, possibly
in conjuncture with horizontal DAS arrays as well as conven-
tional broadband stations. Improvements in interrogator tech-
nology and fiber design are likely to improve signal-to-noise
ratio and subsequent processing.

Data and Resources

None of the authors have any conflict of interest.
Records around cataloged or detected events can be accessed
directly at https://github.com/ariellellouch/DASDetection
(last accessed October 2019).

Figure 8. (a) Uncataloged earthquake detected by semblance
scan. The P and S arrivals are visible, along with the free surface
reflection of the P phase. (b) An M � 0:42 event missed by sem-
blance scan. P and S arrivals are again visible. For both events,
traces have been scaled individually and amplified. Events have
a similar moveout, but (b) is slightly below the threshold in the sem-
blance analysis.
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